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1. Introduction

In the diverse landscape of human health, sleep stands out as a basic element that is connected to
physical health, mental ability and emotional strength. On the other hand, sleep is not only in terms of
time but also has a diverse web of physiological processes, neurological rhythms, and environmental
factors, which make our whole being and energy [1, 2, 3]. A large part of the existing studies proves
the great influence of sleep health on overall health, which is, unfortunately, affected by not enough or
disturbed sleep, which, in turn, is associated with many health issues that are both physical, cognitive
and emotional.

The Sleep Health and Lifestyle Dataset, a robust compilation of sleep-related data and lifestyle
factors, serves as a cornerstone in our sleep research. This comprehensive dataset encompasses a wide
range of variables, from demographic characteristics to intricate sleep metrics and lifestyle behaviors.
Its inclusion in our study provides a holistic perspective on sleep health and its implications for human
development, bolstering the credibility of our findings [4, 5, 6].

In the modern healthcare environment, sleep health is now viewed as a subject of great importance,
with sleep disorders being a major problem for most of the world. Insomnia, which is a typical sleep
problem, is caused by many people who try to initiate or maintain their sleep for a long time and sleep
apnea, which is another sleep disorder, is caused by many people who experience various episodes
of their breathing being interrupted during sleep. Apart from their immediate effects on sleep quality,
these disorders have other big consequences, like the diseases, mental health disorders, and overall
morbidity that they cause [7, 8, 9].

Taking into account the rapid increase of sleep disorders and their main impact on human health,
there is a pressing need to find ways of early detection and intervention. Predictive modeling, which
is based on the principles of machine learning, provides a strong way for the complexities of sleep
health to be dealt with and the risk factors for sleep disorders to be identified by people at high risk.
Machine learning algorithms help researchers analyze the huge amount of data they have by finding
hidden patterns and predictors that are not detectable by standard analytical methods [10, 11].

Central to our predictive modeling approach is the feature selection process, where we identify the
most crucial attributes of the dataset to build our predictive models. In this study, we focus on the binary
Dipper Throated Optimization Algorithm, a novel feature selection method renowned for its ability to
handle complex datasets and pinpoint the most significant features. By employing this algorithm, our
aim is to unravel the intricate sleep health patterns and uncover the factors that influence sleep patterns
and susceptibility to disorders [12, 13, 14].

Moreover, we are starting a wide range of investigations of machine learning models to find out how
effective they are in classifying people with sleep disorders. Logistic Regression is one of the most no-
table algorithms for this kind of task, as it is simple, interpretable, and effective in binary classification
tasks. Through the application of Logistic Regression and other classification models to the evaluation
and analysis of sleep disorder prediction, we want to study their strengths and weaknesses.

The combination of these many strands of research will enable us to reveal the complex interaction
between sleep patterns, lifestyle, and sleep disorder risk. In order to understand the intricacies of sleep
health, we aim to provide the necessary means for the creation of interventions and preventive strategies
that will contribute to the well-being and healthy feelings of people from all races, social classes and
backgrounds. We intend to facilitate a change in the way sleep health is approached, thus leading to a
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new era of personalized, data-driven interventions tailored to individual needs and requirements.

2. Literature Review

As shown in [15], The latest technology, multi-modal sensors and technology for the monitoring of
physical activity, sleep, and circadian rhythm, has become very popular in recent years. This increase
in the field has been the first time that large-scale, accurate sleep monitoring is possible. The amount of
data that is produced is enormous, and the fields of the usage of this data are also many, for example, the
research that investigates the relationship between sleep patterns and diseases or wellness applications
like the sleep coaching of individuals with chronic conditions. On the contrary, to achieve the total
advantages of these technologies for people and research, medicine, and research, many major barriers
should be surpassed. There are vital problems with performance evaluation and data storage, which
are extremely important fields. Also, a high-resolution camera has been used for the performance
evaluation of the systems and for the purpose of sleep data collection, which is used for digital sleep
from an interdisciplinary point of view. The newest sleep-monitoring technologies are introduced,
and the future and current problems resulting from data collection and the final use of the insights in
clinical and consumer settings are presented. In addition to that, the advantages and disadvantages of
the present and future sensing methods, in particular the data-driven technologies that are currently
being developed, such as Artificial Intelligence, are considered. The rising healthcare costs, together
with the increasing demand for better health outcomes, have resulted in a new healthcare approach,
which has moved from reactive to proactive. The knowledge of artificial intelligence (AI), which is
about the investigative machines that are able to get a task done, and the expansion of mobile health
technologies (e) is one of the widely emerging trends of the twenty-first century. The emergence of
apps and wristbands are among the factors that contribute to the betterment of health care at a younger
age. In [16], I found out that AI algorithms can be used to boost the evaluation of wellness, the creation
of prevention strategies that will later be very useful in promoting a healthy lifestyle and the discovery
of disease risk factors that were unknown before. The chapter is divided into three topics of wellness
(physical, mental, and social), and it presents studies based on AI that use new data sources or analyze
existing data sources to enhance preventive medicine.

Sleep is the main part of a person’s daily life that takes a lot of hours of time and has a huge
impact on the health and well-being of a person. Smart Homes, famous for being able to recognize
the human activities that take place in the houses, are the ones that create living environments that are
better than the ones that we used to have [17]. The researchers used the ARAS dataset from Smart
Homes, which has multiple residents, and they examined the residents’ sleep behaviors in connection
with other activities. They employed different machine-learning techniques to predict these behaviors.
Logistic regression (RL), Linear Discriminant Analysis (LDA), K-Nearest Neighbor (KNN), Naive
Bayes (NB), Classification and Regression Trees (CRT) and Support Vector Machine (SVM) were
used for this investigation, and the purpose was to find out how these activities affect the residents’
health. The experiments have shown that SVM was the best at the prediction of sleep activity for both
House A and B, and thus, it proved to be an excellent algorithm for this task. In House A, Resident1
scored 90% accuracy, but Resident2 got 80%, while in House B, Resident1 got 100% accuracy, with
Resident2 reaching 90%. These findings show that Resident 1 in both houses’ sleep activities gets more
time than the others because he/she has his/her own activities, and Resident 2 spends less time on sleep
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activities than the other activities. [18] aims to evaluate sleep quality and behavioral health through
wearable devices and smartphones, and thus, an Adaptive Neuro-Fuzzy Inference System (ANFIS)
is used for analysis. Smartwatches give users data about their physical activity and sleep, while a
smartphone app gathers real-time usage data. The introduction of a new behavioral health indicator (B.
Health) was conducted by the researchers in such a way that the study used real-time physical activity,
sleep and screen time data to assess it. The features were sorted out, health being the top priority, and
the top-ranked features were to be used for training the ANFIS model for the assessment of behavioral
health. The Systematic Minority Oversampling Technique was used to augment the data, and as a
result, the ANFIS model reached an accuracy of 91%. The research documented that the selection rate
for sleep quality evaluation was 69%, and the selection rate for the class was 85%. 79% of patients get
the exact same examination of their emotional and behavioral health.

Metabolic syndrome (MetS) is a condition that is very complicated and has big health consequences.
MetS can be predicted in middle-aged people before it is known, which can, in turn, lead to better health
outcomes, especially those related to cardiovascular diseases. [19] is trying to solve this acute problem
by the use of the most modern machine-learning techniques to establish an optimum MetS prediction
model for middle-aged Korean people. This research is very significant in the realm of public health
and may even be the reason for saving lives. AI allows the processing of ”big data,” which is a product
of the merger of clinical, environmental and laboratory-based objective data. Thus, it is possible to have
a deeper knowledge of sleep and sleep disorders. The breakthrough in this area of science can change
sleep medicine in the next years in the direction of better patient care and our ever-growing knowledge
about human sleep. The [20] starts with a general introduction of the different parts and the analytic
techniques of the AI field, and at the same time, it deals with the current state of the field. Sleeping
disorders are among the many areas where AI is applied; genotyping, diagnosing, and treating are the
ones that are talked about, and the context of precision/personalized sleep medicine is given. Various
ways of AI that both improve and overpower patients’ clinical impact are discussed, along with the
ethical points concerning the prognostic information from AI. In the clinical field, the early successes
of AI in the field of radiology and pathology are discussed so that one can easily understand what
sleep medicine is going to face when using this technology. In conclusion, the essential drawbacks that
should be pointed out in order to make sure that the implementation of clinical AI will be carried out
most efficiently and safely are discussed.

Precision medicine (PM) is an innovative technique that is being designed for the deterrence, detec-
tion, management, and therapy of diseases. It can be considered as the answer to the sleep healthcare
problems of the future. The principle of PM is derived from evidence-based medicine, which means
a treatment decision is made after considering the genes, environment, and lifestyle factors that in-
fluence individual variability. The reality that the chronic sleep loss problem is a big problem that
affects millions of people every year thus, it is a significant public health issue is evident to everyone.
The same methodology can also be applied in the sleep medicine field to treat sleep disorders, where
physicians and scientists can decide on the most appropriate strategy for the prevention, diagnosis,
treatment, and management of the issue. [21] is supposed to research the new functions of PM and its
application in the field of sleep medicine through the combination of fresh technology such as artificial
intelligence (AI), machine learning (ML) and the use of blockchain technology which will be helpful
in the diagnosis and treatment. An extensive literature review was done in all the main databases,
which are PubMed/MEDLINE, Web of Science, Scopus, and Google Scholar, with the keywords “Pre-
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cision Medicine” AND “sleep disorders” OR “Sleep medicine,” in order to collect and analyze the
data. Although PM in Sleep Medicine is still in its early stages, it is very promising in the field of sleep
medicine, and it is expected to be used in many fields of sleep healthcare in the near future. The appli-
cation of AI and ML in the concept of PM has altered the testing, diagnosis and treatment method for
sleep disorders, which is now anticipated to be helpful to the entire world through sustainable efforts
and innovation. With the rise of the number of different sensor modalities [22], the advancement of
wearable sensing and mobile computing technologies has been made possible. Hence, new plans to
collect the health and well-being data longitudinally have been revealed. Wearable and mobile devices
can be used for low-cost, objectively, clinically relevant data collection of physical activity, patient as-
sessment and scalable behavior monitoring in large populations. The information from this study can
be used in both interventional and observational studies in order to establish a link between behavior,
health, and disease and to also improve the personalization and effectiveness of commercial wellness
applications. Today, more than 400,000 people worldwide are being tracked prospectively through
accelerometers for epidemiological studies. Thus far, epidemiologists and clinicians have been using
self-reports of physical activity and sleep, which, although they are very useful in situations without
any other choice, are biased and sometimes only provide a part of the information. Wearable devices
gather physical behavior data, which helps in deriving the physically assessed and sensor-assessed
physical behaviors. Thus, the limitations of self-reporting are removed. The main goal is to connect
these data to clinical outcomes, and the future use of the results is to provide preventive and predictive
medicine. Besides, the incorporation of artificial intelligence (AI), sensor fusion, and signal processing
in the data of wearable sensors has led to the improvement of human activity recognition and behav-
ioral phenotyping. This paper looks at the newest progress in wearable and mobile sensing technology
in the fields of epidemiology and clinical medicine, and therefore, the role AI plays in this area is
explained.

The later few years have been marked by the fast development of AI-powered technology in the
sleep medicine field, as shown in [23]. AI is the capacity of computer systems to do tasks that are gen-
erally considered to be the domains of human intelligence, like speech recognition, decision-making,
etc. The task of recording and measuring physiological signals in sleep and the application of sleep
tracking are commonly used. Thus, sleep monitoring in the lab as well as in the field outside the house
gives us a huge amount of data, which, therefore, puts the sleep medicine field to benefit from AI. In
[24], It is possible to classify sleep stages in real-time, which will be very useful, for instance, in noisy
environments as it can, for example, help against noise and also provide clinical staff with the ability to
analyze sleep patterns etc. Currently, the method of classifying sleep stages, polysomnography (PSG),
is too complex, and too much time is needed to complete it. This paper takes a look at 27 studies that
make use of Cloud Storage Technologies (CSTs) together with AI models to classify sleep stages. The
AI models and their outputs are shown, and the comparison is made to make the present-day situation
of the sleep stage classification and CSTs similar. Moreover, the existing methods, when they succeed
and when they fail, are shown and how these AI models could be improved in the future. Furthermore,
the problem of the development of simulations for people who are asleep is shown, which then led to
the introduction of more interactive sleep interventions based on AI-infused CST solutions.
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3. Proposed Methodology

3.1. Dataset

The Sleep Health and Lifestyle Dataset is the source of our research; it is the database that contains
all the variables related to sleep health and lifestyle habits. The dataset includes 400 entries and 13
columns, which is complete data that will give information about people’s sleep patterns and daily
routines [25]. The dataset contains detailed information on the subjects, from demographic attributes
like gender and age to physiological measures such as blood pressure and heart rate, and also on
lifestyle factors like physical activity levels and stress ratings to subjective evaluations of sleep quality
and duration, which gives a complete picture of sleep health.

Data Preprocessing Steps:
The preprocessing phase is crucial in guaranteeing that the dataset is of the highest quality and

integrity that will be used for further analysis and modeling. This phase encompasses several key
steps:

1. Handling Missing Values:
The removal of data points is a norm in real-world datasets and has already been taken into
consideration to prevent biases in the analysis. In our research, the missing values in the Sleep
Health and Lifestyle Dataset are recognized and then replaced with the most efficient imputation
methods. These methods may be the mean or the median imputation, where the missing values
are replaced with the mean or median of the corresponding feature, or the more advanced methods
like k-nearest neighbors’ imputation, which uses the similarities between the data points to the
degree of missing values quite accurately.

2. Encoding Categorical Variables:
Categorical variables, for example, gender and occupation, are not numerical and, therefore, can-
not be used for computational analysis directly. They must be converted into a format that is
suitable for computational analysis. Through the use of encoding methods like one-hot encoding
or label encoding, we are able to get this done. One-hot encoding of the categorical variables into
binary columns is, on the one hand, where each category is represented by a binary indicator, and
on the other hand, label encoding, which means that a unique numerical label is assigned to each
category. Consequently, by encoding the categorical variables, we make sure that the algorithms
can understand and use these variables properly during the modeling stage.

3. Feature Scaling:
The characteristics of the dataset often are at different scales, thus affecting the performance of
the machine learning algorithms. We fix this problem through feature scaling techniques and
standardize or normalize the features to a comparable range. Standardization converts features to
a mean of zero and a standard deviation of one, while normalization makes them have a prede-
fined range between zero and one. In this way, the features are enhanced, and the convergence
properties of the algorithms are improved; thus, model training becomes more efficient. By care-
fully cleaning and preprocessing data, we first make the Sleep Health and Lifestyle Dataset ready
for further analysis and modeling. Through the process of ignoring missing values, coding of
categorical variables, and normalization of features, we enable the next machine learning algo-
rithms to extract the relevant insights from the data and make accurate predictions regarding sleep
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disorders based on the complete sleep and lifestyle metrics included in the dataset.
Figure 1 shows the heatmap visualization of the Sleep Health and Lifestyle Dataset, which, in
turn, offers a detailed summary of the correlations between the different variables. The heatmaps
are very useful for the visualization of the relations in the datasets since the colors stand for the
force and the sign of the correlations. The heatmap shows that darker colors represent strong
correlations, whereas lighter colors reveal weaker or negative correlations. Through the heatmap,
we can get information about the connection between sleep and lifestyle metrics, which can be
used in the feature selection and model development in future analyses. Thus, we can better
understand the relationship between the various sleep and lifestyle metrics.

Figure 1. Heatmap of the Dataset

Figure 2 displays the charts of the important variables in the Sleep Health and Lifestyle Dataset,
thus presenting a visual depiction of their distributions and relationships. The explicit analysis
of these plots will help us to find the trends, the patterns and the potential outliers for different
variables like sleep duration, physical activity levels, stress levels, and BMI categories. Through
an image-based comparison of these variables, we can find out the possible associations and
implications that can be used for the feature selection and model development techniques.

3.2. Feature Selection

Feature selection is the pivotal process in predictive modeling that consists of the extraction of the
most important subset of features from the original dataset. Feature selection is aimed at enhancing
the model performance by lowering the dimensionality, avoiding overfitting, boosting computational
efficiency, and boosting interpretability. The modeling process is thus streamlined as a result of the
selection of the most informative features that are done by the feature selection, which in turn leads to
the production of more efficient algorithms and higher predictive accuracy [26, 27, 28].

Enhanced Model Performance: Feature selection is based on the most important features that make
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Figure 2. Comparison Plots of the Dataset

the model simpler and more interpretable, and at the same time, it decreases the noise and useless
information from the dataset. Thus, the result is a greater generalization to the data that has yet to be
seen and an improvement in the predictive accuracy of the model.

• Prevention of Overfitting: Eliminating redundant or superfluous features will greatly help prevent
the model from overfitting, which is like a mode that learns noise in the training data rather than
reading the underlying patterns. Feature selection is the act of choosing the factors that the model
will use for predicting, which, in turn, makes the model generalize well to new data and does not
memorize the training data.
• Reduction of Computational Complexity: The feature selection reduces the dimension of the

dataset, so the model learning and inference time is faster. The important features that the algo-
rithm identifies become the ones that the computer processes; thus, the computer uses its resources
more efficiently, which allows the analysis of bigger datasets and more complicated models.
• Improved Interpretability: The models created by using a smaller number of features are easier to

explain and comprehend, making it easier to interpret the main causes of the predictions. This, in
turn, improves the model’s transparency and trustworthiness, providing the stakeholders with the
necessary data to make the right decisions based on the model’s outputs.
Binary optimization algorithms are specific methods aimed at tackling feature selection problems
most efficiently. These algorithms repeatedly choose a part of the original feature space to add
to the final output, with the purpose of maximizing a preset objective function, for example,
model accuracy or predictive performance. Below, we provide a detailed description of the binary
optimization algorithms commonly used for feature selection:
• bDTO (Binary Dipper Throated Optimization Algorithm): The bDTO emulates the Dipper

Throated bird’s behavior, and hence, it is able to select the features that are the most useful
and that are the most informative from the dataset by means of a fitness function that assesses the
feature subsets based on their predictive performance.
• bGWO (Binary Grey Wolf Optimizer): The bGWO is based on the Grey Wolf Optimizer, which

reproduces grey wolf hunting activity to find the most appropriate features. The algorithm, on the
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other hand, repeatedly modifies the wolves’ locations in the search space to reduce the distance
to the optimal feature subset.
• bGWO PSO (Binary Grey Wolf Optimizer Particle Swarm Optimization): This fusion of the Grey

Wolf Optimizer and Particle Swarm Optimization aims to improve feature selection performance
by combining the best of both algorithms.
• bPSO (Binary Particle Swarm Optimization): The bPSO process is inspired by the collective

behavior of bird flocks or fish schools. This means that the particles in the search space are
updated based on the individual and collective experiences of the group, and therefore, the optimal
subset of features is found.
• bBA (Binary Bat Algorithm): BBA involves the process of echolocation like that of bats, where

the modeled random walk and frequency tuning are used to explore the search space and select
features based on their fitness values.
• bWOA (Binary Whale Optimization Algorithm): Humpback whales, due to their predatory hunt-

ing activities, have inspired the bWOA algorithm, which uses a population-based approach to
iteratively search for the best subset of features by imitating whale exploration and exploitation
strategies.
• bBBO (Binary Biogeography-based Optimizer): According to the principles of biogeography, b-

BBO treats features as islands and applies migration and mutation operations to iteratively select
the features that are relevant to the given fitness values.
• bMVO (Binary Multiverse Optimization): BMVO is inspired by the idea of multiple universes.

Thus, it creates several search spaces at the same time, which allows it to efficiently search for the
best combination of features using the principles of quantum mechanics.
• FSBO (Binary Bowerbird Optimizer): BSBO uses the same strategy as bowerbirds for nesting

and models feature subsets based on their attractiveness. Its main purpose is to find the most
informative subset of features through iterative refinement.
• bGWO GA (Binary Grey Wolf Optimizer Genetic Algorithm): This hybrid method combines the

Grey Wolf Optimizer’s social hierarchy and the Genetic Algorithm’s genetic operators. Introduc-
ing crossover and mutation significantly enhances feature selection performance.
• bFA (Binary Firefly Algorithm): The bFA draws inspiration from the behavior of fireflies, using

light intensity and attractiveness as guiding principles. It mimics the movement of fireflies in the
search space, iteratively searching for the best subset of features.
• bGA (Binary Genetic Algorithm): The conventional optimization method that is based on natural

selection is the bGA, which creates candidate solutions (feature subsets) from one generation to
another through selection, crossover, and mutation operations to improve the feature selection
performance over time systematically.

These alternatives to binary optimization algorithms are used in different ways to select the most
informative subset of features from a given dataset, each based on a different principle of nature or
optimization. Through the study of the search space and the evaluation of the fitness of feature sub-
sets, these algorithms are to be of the standard for creating models that are both sturdy and efficient
throughout different domains and applications.
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3.3. Machine Learning

The research conducted in our study was a thorough investigation of the different machine learning
models that are used to provide accurate predictions of sleep disorders using the large Sleep Health and
Lifestyle Dataset. Each model uses a different method, hence the combination of various algorithms
and methodologies that are used to examine the relationship among sleep patterns, lifestyle factors and
the presence of sleep disorders [29, 30, 31]. Here is an in-depth look at the machine-learning models
we scrutinized:

1. Logistic Regression: Logistic regression, a linear model of the past, is often used for binary
classification tasks. It is a statistical tool that estimates the probability of a binary outcome based
on one or more predictor variables. Logistic regression, even if it is quite simple, can be used to
model linear relationships and is especially helpful when the relationship between the predictors
and the outcome is clear.

2. Decision Tree: Decision trees are online models that make decisions by recursively partitioning
the feature space into regions, with each region denoting the class label. They produce decision-
making processes that are based on common sense and can grasp the complexity of the relations
among the features. Nevertheless, decision trees are susceptible to overfitting, even if the data is
noisy or the data set is high-dimensional.

3. Random Forest: A Random Forest, an ensemble learning method, creates several decision trees
and unites their forecasts to improve the accuracy and robustness of the prediction. By averaging
the predictions of many trees, Random Forests reduce overfitting and often generalize well to
data that was not in the training set. They are world-famous for their ability to process high-
dimensional data and complex relationships between features.

4. Support Vector Machine (SVM): SVM, an impressive model of supervised learning, creates a
hyperplane or a set of hyperplanes in a high-dimensional space where the classes are separated. It
pursues the goal of expanding the gap between classes, thus being a good choice in cases where
the decision boundaries are not linear and the data dimensionality is high. SVMs are used in many
different fields and are the choice for classifying tasks.

5. K-Nearest Neighbors (KNN): KNN, a non-parametric classification method, assigns the new data
points to the most common class of their k nearest neighbors in the feature space. KNN is easy to
use but efficient, especially in instances where the decision boundary is nonlinear and nonlinear.
It does not need to be trained and is also easily adapted to changes in the dataset.

6. Naive Bayes: Naive Bayes is a classifier that is based on the subject probability, and it assumes
that the features are independent of the class label. Although Naive Bayes makes a lot of simple
assumptions, it is still an efficient and admirably performed algorithm with high-dimensional data.
It is most of the time beneficial for text classification and tasks with categorical features.

7. Neural Network (Multilayer Perceptron - MLP): MLP, a deep learning model with multiple lay-
ers of interconnected neurons, outperforms in learning the complex patterns in the data. MLPs
are very flexible and skilled at picking up complicated relations between features. Thus, they are
the ones that are fit for nonlinear decision boundaries and huge amounts of data. It is the spe-
cial feature of these models that allows us to learn the deep hierarchical structure from raw data
instantly.

8. Gradient Boosting: Gradient Boosting, an ensemble learning technique, develops a series of weak
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learners successively, each of which corrects the errors of its predecessor. Through the process
of continuing to refine the new models to the residues of the previous models, Gradient Boosting
boosts the predictive accuracy and, at the same time, is good at handling complex datasets. It is
commonly used in contests and real-life projects because it is the best and most reliable.

9. AdaBoost: AdaBoost, a part of the ensemble learning methods, combines a number of weak clas-
sifiers to create a strong classifier. It is focused on the cases that are dismissed by its predecessor;
hence, it makes the model more efficient by adjusting the weights of the training instances. Ad-
aBoost is well known for its simplicity and effectiveness, especially in situations where other
algorithms fail to generalize.

Through a careful analysis of these various machine learning models, our aim is to find the best way
to correctly estimate sleep disorders based on the provided sleep health and lifestyle information.

Evaluation Metrics Used for Model Performance Assessment:
We thoroughly assessed the performance of each machine learning model in predicting sleep dis-

orders by using the whole range of evaluation metrics. The statistical measurements give information
on the specific aspects of the model performance that, in turn, help the researchers to make a thor-
ough evaluation of the predictive powers of the model. The evaluation metrics employed in our study
encompass:

• Accuracy: The ratio of the correctly classified instances to the total number of instances, thus
conveying the all-around measure of the model performance.
• Sensitivity (True Positive Rate): The ratio of true positive instances (sleep disorder cases correctly

identified) to all actual positive instances, which means the model is able to detect sleep disorders.
• Specificity (True Negative Rate): The ratio of true negative instances (properly recognized non-

sleep disorder cases) to all actual negative instances, which is evidence of the model’s capability
of correctly determining the non-disordered sleep.
• Positive Predictive Value (PPV): Also called precision, PPV is the term for the ratio of true pos-

itive instances to all instances that were predicted as positive. This ratio gives us an idea of how
reliable positive predictions are.
• Negative Predictive Value (NPV): The ratio of the true negative instances to the total negative

instances predicted is the measure of the accuracy of negative predictions.
• F1-Score: The F1-score is the harmonic mean of precision and recall and it is the optimal balance

between the two, which is particularly useful for imbalanced datasets. It measures the model’s
accuracy in terms of the cases of both false positives and false negatives.

Through the examination of these evaluation metrics, we can acquire a complete view of the perfor-
mance of each model and thus, determine the best way of predicting sleep disorders from the provided
sleep health and lifestyle metrics.

4. Results

The feature selection process using a single-variable restriction least squares algorithm was one of
the methods that yielded interesting results, as shown in Table Tab1. This process is of paramount
importance because it allows the selection of the most appropriate features out of the dataset, thus
reducing the dimensionality and improving the model performance. The comparison gives information

Computational Journal of Mathematical and Statistical Sciences Volume 3, Issue 2, 341–358



352

about the average error (AE), the selected size, Average Select size (ASS), the best fitness (BF), the
worst fitness (WF), the average fitness (AF), and the standard deviation fitness (SDF) across different
algorithms.

Looking at the table, it’s clear that the binary Dipper Throated Optimization Algorithm (bDTO) was
the one that achieved the lowest average error of 0.71933, which signifies its ability to choose the right
features that are beneficial while, at the same time, it also reduces the prediction errors. This algorithm,
too, has a relatively low standard deviation of fitness, hence, showing the stability of its performance
across the iterations. Moreover, bDTO had competitive average fitness, best fitness, and worst fitness
values, which were better than those of the other algorithms, thus proving its ability to select features.

The performance evaluation of machine learning models used for the prediction of sleep disorders
is shown in Table Tab2. The assessment is important for finding the best model that can correctly
classify people based on sleep health and lifestyle statistics. The table encompasses five parameters:
precision, sensitivity (True Positive Rate), specificity (True Negative Rate), Positive Predictive Value
(PPV), Negative Predictive Value (NPV), and F1-score for each model.

The results clearly show that logistic regression is the most accurate method, with a result of 0.95
out of the assessed models, which got the best rating. This means it is a better predictor of sleep
disorders based on the sleep health and lifestyle metrics provided. Logistic regression also had high
sensitivity and specificity. Thus, it showed its effectiveness in the correct identification of both the
positive and negative cases of sleep disorders.

Figure 3 illustrates graphical data of the accuracy scores made by different machine learning models
in predicting sleep disorders. Accuracy, the ratio of correctly classified instances to the total number
of instances, is a major criterion for the assessment of classification models’ performance. Through
the plot of the accuracy scores of the models, we can compare their effectiveness to accurately classify
people based on sleep health and lifestyle metrics. This number is an important source of insights into
the relative performance of the different models, and hence, it guides the selection of the most suitable
one for the practical application.

Figure 3. The Accuracy by Model
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Figure 4 depicts the F1 scores attained by different machine learning models in determining sleep
disorders. The F1 score, which is the combination of precision and recall, gives a balanced way of
evaluating the model’s performance in the case of the imbalanced class distribution. Through the F1
scores of each model, we can measure their potential to have both high precision and recall in the
identification of people with sleep disorders. This number gives the audience an understanding of
the overall effectiveness of each model, and it helps the decision-makers choose the best model for
real-world implementation.

Figure 4. F Score by Model

The outcome proves the binary Dipper Throated Optimization Algorithm (bDTO) in the feature
selection, because it achieved the lowest average error. This is the evidence that this can find the
necessary data to establish the reliable relationship while at the same time error the prediction. Besides,
the logistic regression grew to be the most accurate model for predicting something. sleep disorders,
and an accuracy of 0.95. Thus, the above point stresses the significance of the use of the suitable
feature selection techniques and machine learning algorithms for the creation of the predictive models
in sleep health research that are reliable. More research on these findings would make possible the
development of new techniques for the recognition and treatment of sleep disorders, and this in turn
would have a positive impact on the general health of the population.

5. Conclusion

This research has enlightened us on the possibilities of machine learning approaches in the advance-
ment of our knowledge of the sleep health and lifestyle factors. The analysis of the Sleep Health and
Lifestyle Dataset led to the discovery of several important results which gave insights into both the
algorithms of feature selection and the model of predictive for the classification of sleep disorder.

First of all, the study showed that the binary Dipper Throated Optimization Algorithm (bDTO) is
a particular effective feature selection algorithm, for it could reach the lower average error among the
algorithms tested. This indicates that bDTO has the potential to be used for the identification of the
most necessary features from the dataset, thus, the outcome of the predictive models will be more
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reliable. Besides, the procedure of machine learning models for sleep disorders prediction also showed
that logistic regression was the most accurate model, with an amazing accuracy of 0. 95. This proves
the fact that logistic regression is capable of correctly classifying people according to their sleep health
and lifestyle analysis, thus healthcare professionals can use this tool to detect and intervene in sleep
problems early.

The conclusions of these studies are important for healthcare professionals, scientists, and everyone
else. Hence, the use of predictive modeling will help healthcare practitioners recognize those who
are at risk of having sleep disorders in the initial stages, which will enable them to create customized
interventions and treatment plans. Besides, the researchers can make use of these findings to deepen
the investigation of the complex connection between the state of sleep, the way of life and health
in general. Nevertheless, it is significant to recognize the shortcomings of this study. The machine
learning models and feature selection algorithms chosen for the research have displayed the potential
for excellent results, yet there is still the possibility for more improvement. Research in the future could
be directed towards the addition of more variables or data sources to amplify the model performance
even more. Besides, the study of the more advanced machine learning techniques might offer the
researchers a more profound understanding of the sleep health and lifestyle interactions of the subjects.

Mainly, this study shows how machine learning can be of great help in the progress of sleep health
research and the personalized prevention of sleep disorders in the people susceptible to this. Through
the adoption of these cutting-edge methods, we can work towards a future where sleep disorders are
detected early, and their management is easy and effective, which will result in the improvement of the
quality of life of people around the world.
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